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Abstract

This paper describes the process of analysis, design, digital
implementation and subsonic testing of an active controls
flutter suppression system for a full span, free-to-roll wind-
tunnel model of an advanced fighter concept. The design
technique employed a frequency domain representation of the
plant and used optimization techniques to gencralc a robust
multi-input/multi-output controller. During testing in a fixed-
in-roll configuration, simultancous suppression ol both
symmetric and antisymmeiric flutter was successfully
demonstrated. For a frec-10-roll configuration, symmetric
flutter was suppressed to the limit of the tunnel test envelope.
During aggressive rolling mancuvers above the open-loop
flutter boundary, simultancous flutler suppression and
maneuver load control were demonstraied. Finally, the flutter
suppression controller was reoptimized overnight during the
test using combined cxperimental and analytical frequency
domain data, resulting in improved stability robustness.

Iniroduction

An advanced fighter aircraft design which exploits, rather
than avoids, wing flexibility to provide improved acrodynamic
performance is likely to require an aclive flutter suppression
system (FSS) to remove dynamic structural instabilitics
(particularly if FSS is employed in the design process to
minimize weight). If the FSS is required for stabilization
within the opcrational envelope, it is essential that proper FSS
functioning be maintained during aggressive mancuvers. This
paper describes the design and wind-tunnel lest of an active
FSS for a configuration that cxploils wing flexibility.
Reliability aspects arc not addresscd.

The test vehicle used in the study was the Active Flexible
Wing (AFW) wind-tunncl model built by Rockwell.! Testing
was conducted in the NASA Langley Rescarch Center
Transonic Dynamics Tunnel (TDT). The model (sce fig. 1)
was sting mounted and could be rolled about the sting axis
(free-to-roll configuration) bcitween plus and minus
145 degrees. Roll motion could be prevented through the use
of a mechanical pin prior to testing, or slopped during a
maneuver through the use of a hydraulically actuated roll
brake (fixed-in-roll configuration).

Aclive controls flutter suppression of the AFW wind-tunnel

_model was tested during TDT entrics, in 1989 and 1991,2
using a dedicated programmable digital controller.3 For the
1989 entry, only the fixed-in-roll configuration was tested for
plant identification and for flutter suppression.45 Results in
the present paper pertain to the 1991 eniry, the primary
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Fig. 1 Sketch of AFW wind-tunnel model.

objective of which was 1o demonstrate simultaneous
application of digitally implemented multi-input/multi-output
(MIMO) flutter suppression and maneuver load controllers
while performing aggressive rolling maneuvers above the
open-loop flutter boundary.

Flutter suppression testing was conducted subsonically in
air, operating at atmospheric static pressure. For the fixed-in-
roll configuration, both symmetric and antisymmetric flutter
werc predicted to occur within the TDT operating capability.
For the frece-to-roll configuration, only symmetric flutter
(unaffected by roll freedom status) was predicted to occur
within the TDT operating capability. Thus, one contro} law
was dcveloped to suppress symmeltric flutter and another was
devcloped 1o suppress [ixed-in-roll antisymmetric flutter. Both
control laws were active, opcraling in parallel, for fixed-in-roll
flutier suppression lesting. Only the symmetric law was active
for the [ree-to-roll tests.

lin

Lincar mathematical models were generated for design and
preliminary cvaluation of candidate controllers. The
Interaction of Structurcs, Acerodynamics and Controls (ISAC)
system of programs 6.7.8 playcd a key role in providing linear
models (sce fig. 2). ISAC received inputs that included in
vacuo modal data, planform gcomeltry, acrodynamic paneling
specifications, turbulence power spectral density
characlerizalions, scnsor locations, and actuator transfer
function descriptions. It then provided linear aeroelastic
cquations of motion at specified conditions for use in analysis
and design. A frequency domain form of the equations of
motion made dirccl usc of tabular unsteady aerodynamic
forces computed using a doublet lattice code contained within
ISAC. A finilc dimensional stale space form employed
raliogal function approximations of the unstcady acrodynamic
data.
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Fig. 2 Modcling via ISAC.

Closed-loop operation of the candidalc controllers was
validated prior to wind-tunnel testing with simulation analyses.
ISAC provided intermodiate, lincar, mathematically generated
data necessary for the creation of the simulations (see fig. 2).
The simulations then incorporated separate left and right
models for the actuators, actuator deflection and rate limits,
and quantization cffects for thc apalog/digital conversion
process. %:10.11 State space models could be extracted from
the simulation for control law design purposes by perturbing
the simulation model. The simulation allowed both
symmetrics to be run simuitancously in the presence of
independently gencraled symmetric and antisymmetric
turbulence.

The frequency domain form of the equations of motion was
employed in development of the controller design discusscd
herein. This form of the equations allowed numecrical
computation of a frequency responsc for any output/input pair
and direct replacement with cxperimental data when they
became available. The frequoncy domain form of the
equations of motion was prescnted in reference 4.

Modal data from a structural model developed prior 1o the
1989 TDT entry were employed in gencrating the equations of
motion used for analysis and design. This selection was made
in preference to a post-1989 model that was also available
because the character of the resulting analylical frequency
response predictions was in closcr agrecment with experiment,
and both models exhibited comparable levels of inaccuracy in
predicting the flutter frequencics.
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Analyses were made, using the linear mathematical models,
of the predicted stability and response characteristics of the
AFW wind-tunncl modcl in order 1o determine the flutter
characieristics and lo assess candidate controls and scnsors to
usc in the control laws. The trailing edge outboard (TEQ) and
trailing cdge inboard (TEI) pairs of control surfaces (see fig. 1)
were effective for flutter suppression. Each pair of wing
accelerometers was characterized in terms of its location, the
lcading cdge outboard (LEQ), trailing edge inboard (TEI),
trailing cdge outboard (TEQO), and wingtip (TIP) pairs. Key
analysis results are presented below.

Figure 3 presents loci of symmetric poles generated by
varying dynamic pressure, expressed in pounds per square foot
(ps0), from 0 ps{ to 325 psf in 25 psf increments. The analysis
was performed using a linear state space representation that
contained single-lag rational function approximations of the
unsteady aerodynamic forces. The loci of poles depicts a
primary flutter mechanism that is an example of classical
airplane flutter, with approximate coalescence (near 70 radians
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Fig. 4 Frequency responses.
(symmetric, open-loop, 175 psf)

per sccond) of the damped frequencies of two roots
corresponding to modes that, in vacuo, were predominantly
first wing bending and first wing torsion. The predicted flutter
dynamic pressurc was 248 psf. A second pole, near
230 radians per sccond, was approaching instability at 325 psf,
indicating the presence of a secondary flutter mechanism. The
significant, although smaller than desirable, frequency
separation bctween the primary and secondary flulter
mechanisms facilitated the task of primary flutter suppression
without secondary flutter degradation.

Figure 4 presents information lypical of that used to select
control surfaces and sensors to employ in the controller. Bode
plots are presented for two of the symmetric components
(2rip/d7EO, and 2L E0/dTEL, ) of the AFW clement shown in
figure 5, at a dynamic pressure of 175 psf. Inspection of this
figure indicated that 2 go/d71El, had the undesirable property
of responding to modes in the higher, secondary flutter
frequency range. The undesirable high frequency response
was present for all scnsors other than those at the wingtip. The
?11p/dTEO, ransfer function exhibited desirable high
frequency rolloff. However, the primary flutter mode was
more in evidence for 2 po/SrE1, than for Z1ip/STEO,. The



relative prominence of the flutter mode among the various
transfer functions was strongly influenced by the variation in
location of a critical, lowly damped zcro relative to the pole
that became unstablc (sec reference 12 for a discussion of the
impact of the critical zcro upon controller design). The
analysis indicated that all of the wing accclerometers, with
appropriate high frcquency filtering, werc viable candidates for
feedback.

For the fixed-in-roll conliguration, the loci of antisymmetric
poles (not shown) exhibited behavior similar to that of figure 3
with predicted flulter at about the same frequency and with
onset (=252 psl) that was higher in dynamic pressure by only
about 1.6 percent.  Likewise, the frequency separation
between the primary flutter mechanism and a cluster of higher
frequency modes was similar to that of the symmetric case.

Preicst Design Activily

The design philosophy adopted was 1o seck an unscheduled,
MIMO flutter suppression controller. The design was
accomplished in the continuous domain although the controller
was implemented digilally using a Tustin transformation. A
number of design considerations were addressed.

Three dynamic clements that will recur in the discussion of
controller dynamics (a general sccond-order element, a first-
order highpass element, and a first-order Jowpass clement) are
defined here as

e = e(ln, Ld. @n, 04)

=(s2+2 L on s + @n2) /(52 42 L3 g s + ©0g2), )
HP = HP(a) = s /(s + a), )
LP=LP(c) = c/(s+c) 3)

where s is the Laplace variable, {, and {4 are numerator and
denominator damping ratios, respectively, ©, and wg arc
numerator and denominalor natural frequencics, respectively,
a is the highpass filter pole, and ¢ is the lowpass filter pole.
The frequency scparation between the roll degree-of-
freedom and the flutter mechanism was sulficiently large to
conclude that FSS and load-limiting rolling maneuver control
laws could safely be designed scparately and then operated
simultaneously provided filtering was included to prevent
interference. Accordingly, highpass dynamic clements (HP,
eq. (2)) were included in the FSS controller to ensure low

frequency separation by attenuating any low frequency

disturbance to or from the load-limiting active control law. A
lowpass filter (LP, cq. (3)), with break [requency well below
10 Hz, in the mancuver load control (MLC) system would
complete the frequency separalion objectives.

Figure 5, which rcfers to either of the symmetrics of motion
(symmetries were decoupled in the lincar modcls), indicates
that all four accelerometers on cach wing were uscd in the
feedback control law to drive both trailing edge control
surfaces. Multiple sensors and control surfaces were uscd both
to salisfy program MIMO objcctives and to exploit the
favorable characteristics of the various scnsors and controls
that were secn in Lhe analysis discussed previously.
Attenuation of undesirable high frequency sensor signal
components in accclerometers other than 2rjp was
accomplished using available analog noich filiers, Np(s) =
¢(0.08, 0.32, 2r (32), 2n (32)), sce eq. (1).

The sample rate for digitally implemented controllers was
prescribed to be 200 Hz. To reduce aliasing, a first-order
analog filter with break frequency of 25 Hz (157 rad/scc) was
incorporated on cach channcl to be sampled. These

Design plant, P(s)

32 Hz Anti- Time\
notch aliasing  delay
4 157 " -«¢s
TEO, AFW ﬂE s+157 E .
Bmc . .
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Fig. 5 Design plant definition.

antialiasing filters also provided some attenuation between 25
and 100 Hz and, thereby, reduced signal strength in the range
of higher frequency structural modes. Phase lag at 10 Hz (near
the flutter frequency) due to this filter was about 22 degrees.

The plant used in design of the continuous controller (see
fig. 5) contained analog notch and antialiasing filters and an
additional time delay element that was included to compensate
for effects of digital implementation. Since, in actual digital
implementation, some time would be required to generate
control command outputs after receipt of sensor inputs, the
control laws were implemented in the digital controller such
that control commands generaled based upon sensor inputs
reccived at onc sampling instant were held until the next
sampling instant, Therefore, a net delay of 1-time step
associated with holding the controller output was included in
the "design plant” model. This amounted to a phase lag of
18 degrees at 10 Hz.

Use of an unscheduled controller required closed-loop
stability over the full test range of dynamic pressures (100 psf-
10-325 psf) based upon the analytical simulation model. Gain
margins of £ 4 dB and phase margins of +30 degrees, or their
multivariable equivalents, were also required over this range.
In addition, stability in the presence of +10 percent variations
in the frequencies of the coalescing modes was required at a
300 psf evaluation point. A design point of 325 psf was
chosen.

Actuator ralc saturation can effectively induce lag and
reducc the amplitude of control surface deflections. At
325 psf, the open-loop time-to-double amplitude was predicted
to be about 1/10 of a second. For this level of instability,
acluator rale saturation of a pair of actuators for even a brief
period of timc in responsc to wind-tunnel turbulence could
cause unacceplably large growth of the flutter mode. This
reinforced the need for restriction on actuator rate
requircments, The TEO surfaces were conservatively assumed
to have a no-acrodynamic load rate limit of 150 degrees per
sccond. It was assumed that no rate saturation for a 3-standard
deviation turbulence velocity magnitude was adequate for
assuring that actuator rate saturation was sufficiently unlikely.
This constrained the RMS rate for a 1-standard deviation
turbulence velocily to be less than 50 degrees per second.

- Definilion of the assumed turbulence characteristics is

presenied in reference 11.

Design Approach

In this section the approach taken to dctermine the
controller, K(s), is outlined. The approach was the same for
cach symmetry and scparate designs were obtained. The first
sicp was to explicitly specify the controller structure, including
all dynamic clements, thercby displaying sclectable design



variables. Optimization ltechniques were employed to select
values for the design variables. The optimization process ook
place in two distinct siages. For cach stage, a (.(m)u;,du,
gradient algorithm 13.14,15 was used to minimize a cost
function representing dissatisfaction with respect to a set of
design criteria. For the first stage a dominant control
surface/sensor pair was sclected. The trailing edge outboard
control surfaces and the acccleromeler pair ncarest the wing
tips were selected because the combination exhibited desirable
high frequency rolloff characleristics and adequalce response in
the flutter frequency range at the 3235 psf design point.
Parameters determining the controller dynamics were then
optimized for this single-input/single-output (SISO)
compensator to increasc tolerance to multiplicative and
additive plant errors and to increasc tolcrance to errors in the
predicted flutter frequency. The second stage, employing
fixed dynamics from the first stage, determined the
coefficients used for blending the four pairs of scnsors into onc
composite sensor and for distributing the filtered feedback
signal to the two pairs of controls. The choice of blending and
distribution cocfficients was made so as lo achieve MIMO
robustness to additive plant errors and to crrors at plant input
and output.

The form of the SISO compensator for the first stage
optimization is shown in figure 6. There was an overall gain,
(k1), a highpass eicment (HP(a1)) that has already been
discussed, a broad noich (Np = ¢(Cny, Sdn. ©N, ©N)) that
reduced the observability of the coalescing pole that became
more damped, a bandpass (amplification) clement (Ag =
e(Cna» Laps ©A, ©A)) that partially removed the negative
impact of a critical zero in the flutter frequency range (refs. 4
and 12), a higher frequency notch to avoid adversely affecting
higher frequency modes, and a lowpass clement for rolloff.
The higher frequency notch and lowpass elements werc unily
at this stage and will be dlscusscd bclow where first used.

iables, The cight
design variab]cs used in lhe SISO oplimizalmn were

(k1. a1, Gan Lan: ©N. Gaas Bdas @A)
T highpass frequency was constrained to be between 10 and
25 rad/sec, and all damping ralios were consirained o be
between 0.1 and 1. Thesc design variable constraints were
enforced through a trigonometric mapping technique.16

The dependent variables used to form the cost function
were:

8o = min { abs| 1 +fo(iw) ] }
[+ V]

8p = min [ abs] 1 + fo(i) ] / abs| k(iw) ] }. g/deg
w

L= { True if closed-loop stable
False if closed-loop unslable

where © varied from 10-t0-400 rad/sec (1.6-10-64 Hz). The
symbols p(iw), k(i®w), and fo(im) = p(iw) k(in) = k(iw) p(iw)
represented frequency responses for the SISO plant, controller
and loop-transfer functions, respectively (see fig. 6). The
variables 0y{w) and op(w) were singular values which
represented tolerance to unstructurcd multiplicative error and
to unstructured additive plant error, respectively. The &)
represented the minimum over the range of frequencics
considered. The logical variable, L, indicatcd whether the
closed-loop system was stable. Closed-loop stability was
computed by knowing the stability of the open-loop plant and
requiring the appropriate number of counterclockwise

encirclements of the critical point (-1) for a polar (complex
planc) plot of f,(iw).

Terms were included in the cost function to desensitize the
controller to errors in the predicted {requencies of the poles
that coalesced to produce flutter. Design criteria were
specified not only for the nominal plant, but also for eight
varjalional plants obtained by perturbing the frequency of at
Icast onc of the two coalescing poles by +10 percent. The
variational plants werc not generated. Instead, an alternate,
approximately cquivalent approach was adopted: namely
perturbing the frequencics of related compensator variables.
The frequency of the amplification element was perturbed to
mimic a corresponding frequency shift in the opposite
direction for the plant pole that was unstable. Likewise, the
frcquencies for the notch and the highpass elements were
perturbed in unison to mimic a shift in the frequency of the
stable coalescing plant pole. Each iteration of the optimization
required cvaluation of the cost function components for the
nominal compensator and its eight variations.

During early stages of the study, RMS control surface rates
had been computed for inclusion in the cost function, but were
removed from the optimization afier observing that they rarely
excceded the 50 deg/scc design requirement.
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Fig. 6 SISO controller dynamics.

SISO Cost Function and Component Scaling. The design

variablcs wecre scaled to improve the mathematical
conditioning of the optimization, but proper scaling of the
dependent variables used in forming the cost function was
more important. The scaling of these cost function

components had a direct impact on the solution achieved. The
cost function had the form:

9

4
Isiso = Vo] "'vm4 + E { Vom2 + vpm2 } 1))
m=2

where m was an index indicating either nominal (m = 1) or
perturbed (m = 2-10-9) compensator dynamics. Vo and Vp
were scaled violations of constraints, defined as follows:
I L, was true (stability)

Vom = So max(0, Tg, - Gop),

Vpm = Sp max(0, Ty, —0p)
otherwisc

VYom = U (Tom+&om)-



Vom = Up (Tpm +8pm).

where
So=10, S, =10deg/g were scale factors if stable,
Up =14,  Up = 14 deg/g were scale factors if unstable,
To; =09, Tp, = 0.9 g/deg were larget min. sing. values,

Tom = 0.6, Tp,, = 0.6 g/deg were larget min. sing. values,

form>1.

Some comparisons can be made between nominal (m = 1) and
variational (m = 2-10-9) terms in the cost function (sec 4. (4)).
The nominal terms were emphasized by sclection of larger
1arget minimum singular value magnitudes (0.9 vs 0.6). The
selection of unachieved 0.9 magnitudes caused the nominal
scaled violations Vg, and Vp, 1o cxceed 1 throughout the
optimization. Conscquently, raising thesc nominal scaled
violations to the fourth power in Lhe cost function, as
compared with only squaring the variational scaled violations,
further accentuated the nominal case.

Equal target minimum singular value magnitudcs and equal
scale factor magnitudes were chosen for plant additive crror
and loop transfer function multiplicative error despitc the
dimensional incompatibility. This choice was made because,
for prototype stabilizing SISO compcnsators, the smallest
values for 6,(®), in g/dcg, and for Go(w) were of comparable
size. Different target magnitudes and diffcrent scale factor

Table 1 Tolerance to flutter frequency and gain variations
(symmelric, 300 psf, S = stable, U = unstable, SISO)

Aky -4dB 0dB +4dB

\02
W) x09 x10 xL1 x09 x10 x11 x09 x10 x11

x09 U S § S 8 S § 8 8§
x10 8§ 8 8 8§ 8 S § 8 8§
x1.1 S8 § § S S § S § S

magnitudes would gencrally be required for variables having
disparate magnitude ranges.

Cost function component definitions changed at the stability
boundary such that singular values were driven smaller rather
than larger for the closed-loop unstable condition. Thus, the
requirement for an initially stabilizing sclection of paramciers
for the nominal controller and all of its variations was relaxed.
Furthermore, scale factlor changes produced a discrete jump in
the cost at the stability boundary. A scale faclor discontinuity
was acceptable in this case because the stability boundary was
not & satisfactory solution. As a result of the discrete jump and
the composition of the performance function, once a
stabilizing controller was achicved, destabilizing controllers
were removed from considcration,

ictions. Table 1 summarizes the
results of the SISO optimization for the symmetric control law
in terms of closed-loop insensitivily to [requency variations in
the open-loop plant. The closed-loop system was stable at
300 psf (thc required cvaluation point) for all variational
combinations of the frequencies, and had 4 dB or more gain
margin for all combinations except ong, as indicated.

Figure 7 prescents Nyquist plot cvaluations of the
antisymmetric SISO nominal and variational controllers at
300 psf (open-loop unstable, critical point at -1). The solid
curve is for the nominal case. This figure shows that all
variational controllers arc stable with gain margins exceeding
14 dB. The figure also contains the information needed for

W), @2y
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% 1.0,%x0.9
""" x1.1,x0.9
""" x09,%x1.0
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Fig. 7 Nyquist plots for SISO controllers.
(fixed-in-roll, antisymmetric, 300 psf)

determination of phase margins, minimum singular value and
maximum loop gain for each of the nine controllers.

MIMO Optimization
The second stage of the optimization pertained to the
MIMO controller. As shown in figure 8, four pairs of sensors
and (wo pairs of control surfaces were employed. The
dynamic elements Nj, N3, and LP were unity at this stage.
They will be discussed below, where first used. The dynamic
clements found during the SISO optimization were retained,
unchanged, in the &FEOC/ Z1rp channel. However, for the
channel containing information from the other three sensor
pairs, the highpass break frequency (a2 in HP2 ) was increased
as compared to 2. The selection of ap was made such that, at
the flutter frequency, the additional lead compensated for the
lag due to the 32 Hz analog notch filter (see figure 5) on each
of the three pairs of inboard scnsor channels. This produced
phase matching at the flutter frequency for the primary and the
noiched sensor channels, at the expense of reduced phase
margins for the notched channels. ’
d Cost tion V . The design
parameters for the MIMO optimization were the overall gain,

TEOC] ~ P(S)

21e0
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Fig. 8 MIMO controller structure.



(k2), the blending coefficients for the inboard sensor pairs (b,
b3, b3), and the distribution coelficient (d) for the inboard
control surface pair. These five parameicrs are shaded in
figurc 8. No consiraints were imposcd on the design
paramelers.

The dependent variables used to form the cost function
componenis were:

8, = min {g [ I + Pio) KGio) | }
w

8 = min { g Inx2 + K(i0) P(iw) ]
(V]

8= min { 1 /6 [ K(io) [ Taxs + P) KGiw) 171 ] }, grdeg
w

B= 0 if closed-loop stable
= L 100 if closcd-loop unstable

where of ] denoted the operation of finding the singular valucs
of the matrix within the brackets, (_) and (™ ) denoied
minimum and maximum, respectively, and, as in the SISO
case, (") denoted the minimum over ®. The indicated
minimization over o covered the frequency range from 10-to-
400 rad/sec (1.6-t0-64 Hz). Symbols P(iw) and K(iw)
represented frequency response matrices for the 2-input,
4-oulput plant and for the 4-input, 2-output compensator,
respectively (sce fig. 8). The functions gs(®) and g.(w) were
minimum singular values of plant output and input return
diffcrence matrices which represented tolerance to
unstructured multiplicative error at the scnsors and at the
controls, respectively.1? The function gp(w), in g/deg, was the
rcciprocal of a maximum singular value and represented
tolerance to unstructured additive plant crror.

The variable B was a penalty 1o be added to the cost
function if a candidate set of design variables caused closed-
loop instability. Stability was checked at each iteration afier
cvaluating the frequency response, fyg(iw), of the loop transfer
function at the single strand point identified in figure 8.
Closed-loop stability was computed by knowing the stability
of the open-loop plant and requiring the appropriate number of
counterclockwise encirclements of the origin for a polar plot of
[1+fg(iw)]. (Although this was a rcliable indicator of absolute
stability, stability margins defined at the single strand point
were polentially nonconservative? and, therefore, were not
used).

MIMQ Cost Function and Component Scaling. Values of
the design variables wcre sought which minimized the
following cost function (only fixed, nominal compensator
dynamics were considered)

IMIMO = Vs2 + V‘;2 + sz + B,

where
V, =S, max(0, Ty-8&)
Ve = Sc max(0,T.-8o)
Vp =S, max(0,Ty-8p)
where

S¢=5¢ =10, and Sp = 10 deg/g were scale factors, and

Ts = Tc = 0.6, and T}, = 0.6 g/dcg were targel min. sing.vals.

As in the SISO case, sclection of equal scale factor magnitudes
and cqual targel lower bound magnitudes for each of the
dimensional and nondimensional variables was based upon the
various minimum singular values having approximately the
same magnitudes.

Since the MIMO optimization used zero starting values for
the blending cocfficients for the additional sensors and
controls, and since the initial SISO controller was known to
stabilize the closed-loop system, no provision was made to
drive singular values smaller for a closed-loop unstable
situation. Rather, consideration of closed-loop unstable
controller coefficients was precluded by making the stability
boundary approach the characteristics of a hard constraint
through the usc of the large discrete jump (B) in the cost
function.

For each symmetry, the controller that was obtained as a
result of the MIMO optimization process was predicted to
suppress flutter over the anlicipated test range of dynamic
pressurcs, to satisfy all robustness criteria, and to call for RMS
actuator rales that were well within the 50 degfsec design
requircments.

imul; . Candidate
control laws designed based upon linear models at 325 psf
werc evaluated over the anticipated test range of dynamic
pressures using the nonlinear simulations. The closed-loop
sysicm was stable at all points for both fixed and free-to-roll
configurations. However, the gain (k) was adjusted more
toward the center of its stable range. In addition, notch filters
(N1) were added at the single strand point (see fig. 8) to reduce
transient, turbulence induced responses observed in the 20 Hz-
to-50 Hz frequency range. The notches added (which were 10
be implemented digitally after the prewarping discussed
below) were Ni(s) = ¢(0.40, 0.60, 2n (23.9), 2rn (23.9)
symmelrically and Ny(s) = ¢(0.20, 0.60, 2r (50.0), 2x (50.0))
anlisymmetrically. New experimentally determined actuator
transfer function estimates were incorporated which,
fortuitously, approximately compensated for the phase lag due
to the added notches, removing the need for reoptimization.

Figure 9 shows time histories generated using the
simulation from reference 9 [or a candidate pretest control law
that did not have the notches, Nj. The results represent a
fixcd-in-roll condition, with no turbulence input, at the design
point of 325psf. Beginning at 0.1 second, a 10 Hz
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Fig. 9 Nonlincar simulation performance.
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Table 2 Parameler values for final controller

Symmetric Antisymmelric
HPy a; =10.0 1/scc a) = 10.0 1/sec
Nr Loy = 020 Coy = 0.14

Loy = 0.57 Lay = 0.33

Ony = 47.1 radfscc @y = 44.0 rad/scc
Wgy = 44.6 rad/scc
Af Cnp = 0.55 Cnp = 037
Lap = 0.12 Loy = 0.12
Wny = 68.5rad/sec wp = 69.7 rad/scc
wd, = 64.7 rad/sec

N;a Gny = 0.40 &ny = 020
L4y = 0.60 L4y = 0.60
o) = 150 rad/sec  ®1 = 314 rad/sec
Lpa c=364 1/sec not used
HP, ay =232 1/sec a2 =18.2 l/scc
Np 2 Cny = 0.16 nol used
Cap = 0.48 not used
@72 = 251 rad/sec not used
Gain Coefs  kz=0.697 deg/g  kz = 0.675 deg/g
by = 0.586 by = 0.331
by = 0.006 b = 0213
b3 = 0.265 b3 = 0437
d = 0453 d = 0.552

2 prior to prewarping.

antisymmetric doublet command of 1 decgrec magnitude was
input 1o the TEO actuators. The antisymmeltric component of
the resulting (closed-loop) conirol surface motion, 5’1‘[30,,,y. is
shown in the ligure. The anlisymmetric winglip accelerometer
responsc.znp“y, was damped out in approximately 2 cycles
after the command ended at 0.2 second. Small effects due to
actuator asymmelries were apparent in the symmetric wingtip
acceleromeler rcsponse, 271pgyy,. T1he small persistent
oscillations in all responses werc the result of a limit cycle
arising from quantization cffects.

Controller Implcmentation

o

The control laws (all designed in the continuous domain),
were implemented digitally, both in the simulation and in the
digital controller, using a Tustin transformation with a 200 Hz
sample rate. Prcwarping was applicd for thosc dynamic
clements which required an analog/digital frequency response
match at a frequency above 30 Hz. The prewarping was
nonstandard. An iteralive procedurc was employcd wherein a
"desired” analog transfer function was specified, and a
"modified" analog transfer function of the same form and order
was sought which had a digital transform with frequency
response close (o that desired at and below a chosen frequency
for a match.

Frequency Shift in Test Controller

A frequency shilt was made in key controller dynamic
elements for implementation during the test. The shift was
based upon data gathered during the 1989 test which showed
that the 1989 analytical model of the plant overpredicted the
frequencies for the coalescing modes at fluller, for both

symmetries, by nearly 2 Hz. It had also been shown that the
predicted phase at the predicted frequency of peak response
was in close agrecment with the observed phase at the
observed frequency of peak response.4 The amplitude of
accclerometer response to control deflections was also
somewhatl ovcrpredicted. Table 1 indicates that, for the
symmetric SISO controller, the situation where the actual
frequencies and gain were lower than predicted was the least
wcll tolerated combination of errors. For these reasons, the
notch clement (Ng) and the amplifier element (Af) of the
controller were shifted downward by 2 Hz for both symmetries
prior to implementation for test.

Testing and Controller Updates

Impact of Early Testing on FSS

Early in the entry, invesligators encountered an unexpected
64 Hz buzz of the trailing edge outboard control surfaces when
the FSS loops were closed. New scrvovalves were installed
for cach actuator and an analog 64 Hz notch was inserted in
cach trailing edge outboard command channel. The buzz was
removced, but approximately 13 degrees of phase lag at 10 Hz
resulted.

Plant estimates were obtained below flutter during
subcritical open-loop tests, and above flutter by analysis of
results from post critical closed-loop tests of other FSS designs
that had been tested earlier in the entry. The frequency-shifted
conlroller designed prior to test was predicted, based upon the
plant estimates, to be stabilizing. However, phase adjustments
were made prior 1o closed-loop tests to improve robustness
characteristics. The phase adjustments were made by

‘modifying the highpass brcak frequencies and incorporating a
“lowpass filter, LP(c) (see figure 8, eq. (3) and table 2). The

resulting symmetric law was then successfully tested to the
tunnel limit in the free-to-roll configuration, reaching a
dynamic pressure 25 percent above the observed (=235 psf),
open-loop flutier dynamic pressure.

igh ntroller Reoptimizati

An overnight reoptimization of the symmetric controller
was accomplished during the wind-tunnel test using a hybrid
of expcrimentally derived frequency responses for frequencies
between 5 and 20 Hertz, and analytically predicted frequency
responses for frequencies between 20 and 64 Hertz, all for a
285 psf condition. The frequency content for the excitation
signal for the control surfaces used for feedback was limited to
20 Hertz and below, so thal experimentally derived frequency
responses above 20 Hertz. were not available. An additional
40 Hz notch (N2) was implemcnted digitally (after
prewarping) on the output of HP, pertaining to the
accelcrometers other than the tip accelerometers (see figure 8
and table 2) to further safcguard against potential aggravation
of the stability and rcsponse of higher frequency modes (the
rcoptimized controller utilized these inboard accelerometers
more than the symmeltric design based upon the analytic model
did).

The SISO portion of the reoptimization did not include the
variational terms (m=2-10-9 in cq. (4) ). Two additional design
variables were also included by allowing distinct numerator
and denominator natural frequencies in the notch (Ng) and
amplificr (Af) dynamic elements. As mentioned previously, a
2 Hz frequency shift had been made in the controller dynamics
in the flutter frequency region based upon data from a previous
test. The reoptimization made only small additional shifts in
the controller [requencies that had been selected prior to test.
The paramelers for the rcoptimized controller, including
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Fig. 10 Minimum singular values for reoptimized control law.
(symmectric, 285 psf)

definition of all notches to be implemented digitally (after
prewarping) arc prescnicd in table 2.

The reoptimization of this symmeltric control law was
accomplished overnight. In-flight excitation of the control
surfaces and use of a computer that was two orders of
magnitude faster would have allowed the plant frequency
response estimates and controller redefinition 10 be completed
quickly enough to perform a tuning type adaplation of the
controller to changes in plant characteristics arising from slow
(relative to the adaptation process) Mach number and dynamic
pressurc variations.

Figure 10 shows the predicted rcoplimized controller
performance based upon the hybrid experimental and
analytical data. The local minima scen in the various
minimum singular valuc curves are relatively well balanced in
the 0-10-20 Hz frequency range with the smallest valucs of
approximately 0.4 representing a significant level of
robustness.

| i imiz )i

The reoptimized controller was successfully tested with the
AFW wind-tunnel modcl in both its free-to-roll and fixed-in-
roll configurations. Results will now be shown that provide a
more detailed description of the performance of the
reoptimized controller.

With the reoptimized controller employed, symmetric flutter
was again suppressed to the tunnel limit in the free-to-roll
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Fig. 11 Experimental MIMO Nyquist plots.
(symmeilric, reoptimized FSS with MLC)

confliguration. A mancuver load control (MLC) roll rate
tracking system!® was also active but was commanding zero
roll rate. Figures 11 and 12 show absolute stability and
stability robustness assessment information obtained in near-
rcal-time during the test through the use of a Controller
Performance Evaluation (CPE) analysis procedure.5.19 These
results were obtained using MIMO extensions to Fast Fourier
Transform based SISO controller performance evaluation
techniques.20, 21

Figure 11 shows MIMO Nyquist plots which, when
accompanied by knowledge of open-loop stability
characteristics, provide a definitive assessment of closed-loop
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stability. The MIMO Nyquist plots are polar plbts of
det] Inxg + K(iw) P(io) ] = det] Lixs + P(io) K(iw) |
or, equivalently, for a rank one loop transfer matrix,
=1+ fu(im).

The open-loop system was stable at the two lower dynamic
pressures and unstable at the two higher dynamic pressures.
_Thus, figure 11 shows closed-loop stability at each condition
(the origin is the critical point). The MIMO Nyquist curves
are potentially nonconservative measures of stability
robustness not just for the controller structure shown in
figure 8, but in general. For rank onc loop transfer matrices
only, as was the case here (see K(s) in figure 8), the Nyquist
curves directly display tolerances to uniform gain and phase
errors on all channels or, equivalently, tolerances to gain and
phase errors at the single strand poinl. Figure 12 provides
additional stability robustness information.

In figure 12 minimum singular value curves gc(®) and
gs(®) are shown for the return difference matrices at the plant
input and output, respectively. These unstructured singular
values correspond to the worst combination of indcpendent
multiplicative errors in the respective input or output channels.
The magnitude of the MIMO Nyquist curve from figure 11
(plotied as the solid curve in figure 12) corresponds, for this
rank one controller, to tolerance to uniform (dependent) errors
and is an upper bound upon g.(w) and gs(w). Finally, a
minimum singular value curve, gp(w), reflecling sensilivity to
plant additive error, is shown. The singular value assessments
of stability robustness are potentially quitc conservative, since
the likelihood of encountering the worst combination is not
addressed. The potentially conservative nature of the singular
value robusiness assessments becomes more pronounced as the
number of sensor or control channels is increased.
Nevertheless, the singular values obtained for the MIMO
controller compared well with those for SISO controllers that
were tested during this entry,!2.22.23 particularly bclow
250 psf.

All curves for all dynamic pressurcs show a good balance in
tolerance to phase lead errors (5.5 < @ < 7.5 Hz) and phasc lag
errors (14 < ® < 16.5 Hz). The curves for 290 psf exhibit
noisy behavior because of a poor signal-to-noisc ratio. Only
small amplitude (0.3 degree) input excitations could be made
at 290 psf without exceeding torsional safety load limits.
Nevertheless, it is apparent that the singular value minimum
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Fig. 14 Aggressive roll maneuver.
(11% beyond flutter dynamic pressure)

levels are significantly lower than those at the lower dynamic
pressures.  For 290 psf, the lowest singular values are at a
frequency in close correspondence with the flutter frequency.
This indicates that somewhat better performance could be
expected with a higher gain controller.

Control surface RMS rates during a test run for the free-to-
roll configuration arc shown in figure 13 where they are
contrasted with analytical predictions. Both actual and
predicted RMS rates were well within the 50 deg/sec RMS
design limit. There was qualitative agreement between
analysis and experiment indicating that the analytically
assumed gust environment was adequate for assessment of
potential rate saturation problems.

Increasingly aggressive maneuvers (in terms of roll
acccleration commands and dynamic pressures) were tested
using a multifunction controller (i.e., both active flutter
suppression and mancuver load control!8 were simultaneously
employed). Figure 14 depicts the successful completion of the
most aggressive mancuver. The maneuver commanded roll
accelerations of 1000 deg/sec? until a roll rate of 250 deg/sec
was achieved, held that rate until a 90 degree roll was
completed (0-t0-90 degrees in 0.5 sec), and then decelerated at
approximately 1000 deg/sec2. The maneuver was performed
al a dynamic pressure 11 percent above the open-loop flutter
boundary. The aggressive rolling maneuver did not
appreciably affect the FSS peak control deflection or rate
requirements. )

A flutter suppression test was conducted with the AFW
wind-tunnel model in the fixed-in-roll configuration. For this
configuration, there was considerable disparity between the
obscrved open-loop antisymmetric flutter dynamic pressure
(219 psf) and that predicted with the design model chosen
(252 psf for the pre-1989 model). Nevertheless, flutter was
simultaneously suppressed in both symmetric and
antisymmetric degrees-of-freedom to a dynamic pressure of
275 psf. This test was terminated at 275 psf because the
turbulence induced loads were closely approaching preset
safety limits on torsional loads. The remaining test time was
too limited to allow generation of data for a full CPE analysis.
However, stability and RMS control rate usage were
determined at a number of test points. The RMS control rate
requirements were well within the design limit being
comparable to those of figure 13.

lusion

A multi-input/multi-output flutter suppression system for
the Active Flexible Wing wind-tunnel model was developed in
the continuous domain, implemented digitally and tested in the
Langley Transonic Dynamics Tunnel. Optimization
techniques were employed to define a controller that exhibited
significant robustness to flutter frequency prediction errors and



to unstructured plant additive errors and unstructured
multiplicative errors at the plant input and plant output.

The frequency domain bascd design approach readily
permitted utilization of a combination of analytically predicted
and expcrimentally cstimated plant transfer matrices. An
overnight reoptimization using combined experimental and
analytical data was accomplished during the test. Stability
robustness improvements resulicd as compared with a
stabilizing design based solcly upon analytical predictions.
The rapid redesign shows the potential, with a much faster
computer than that used for controller implementation, for use
of the approach in wning fype adaptive applications.

The reoptimized control law was tested. Symmetric flutter
was suppressed to the tunnel limit. With a fixed-in-roll
configuration, both symmetric and antisymmetric flutter were
simultaneously suppressed to a dynamic pressure 26 percent
above the antisymmelric open-loop boundary and 17 percent
above the symmectric boundary. Turbulence induced loads
which were approaching a presct lorsional loads safety limit
prevented attainment of the tunnel limit in this case.
Simultaneous flutter suppression and mancuver load control
were demonstrated during aggressive rolling maneuvers
performed at a dynamic pressure 11 percent above the open-
loop futter boundary.
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